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Chapter 2

Serial versus parallel schemes

In this chapter we consider multi-agent single-layer MPC, in which the network is divided
into several non-overlapping subnetworks, and each subnetwork is controlled by one control
agent, as shown in Figure 1.5. The agents have to locally choose those actions that give an
overall optimal performance. In Section 2.1 we introduce the assumptions that we make
on the network and control structure. In Section 2.2 we then formulate the MPC problem
considering only one particular control agent, assuming that it knows how the surrounding
network behaves. In Section 2.3 we relax this assumption and discuss how interconnections
between control problems of different agents are formalized and how the multi-agent single-
layer MPC approaches can differ in dealing with these interconnections. In Section 2.4
we focus on particular types of schemes, viz. synchronous, multi-iteration, parallel, and
serial schemes. We propose a novel serial scheme based on Lagrange theory, and compare
this scheme with a related parallel scheme. In Section 2.5 we propose the application of
the approaches to the load-frequency control problem of power networks. A benchmark
network is defined and through experimental simulation studies on this network we illustrate
the performance of the parallel and the serial scheme.

Parts of this chapter have been published in [89, 107, 109] and presented in [112].

2.1 Network and control setup
2.1.1 Network dynamics
As discussed in Chapter 1, transportation networks are large-scale systems with complex
dynamics. In order to analyze them, assumptions have to be made on the dynamics, i.e., on
the way the networks behave. Therefore, assume a network that is divided into n subnet-
works, where each subnetwork consists of a set of nodes and the interconnections between
these nodes. Assume furthermore that the dynamics of subnetwork i ∈ {1, . . . ,n} are given
by a deterministic linear discrete-time time-invariant model (possibly obtained after sym-
bolic or numerical linearization of a nonlinear model in combination with discretization):

xi(k + 1) = Aixi(k)+ B1,iui(k)+ B2,idi(k)+ B3,ivi(k) (2.1)
yi(k) = Cixi(k)+ D1,iui(k)+ D2,idi(k)+ D3,ivi(k), (2.2)

19
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discrete time k

continuous time t
T

Figure 2.1: From continuous time to discrete time.

where at time step k, for subnetwork i, xi(k) ∈ R
nxi are the local states, ui(k) ∈ R

nui are the
local inputs, di(k) ∈ R

ndi are the local known exogenous inputs, yi(k) ∈ R
nyi are the local

outputs, vi(k) ∈ R
nv are the remaining variables influencing the local dynamical states and

outputs, and Ai ∈ R
nxi×nxi , B1,i ∈ R

nxi×nui , B2,i ∈ R
nxi×ndi , B3,i ∈ R

nxi×nvi , Ci ∈ R
nyi×nxi ,

D1,i ∈ R
nyi×nui , D2,i ∈ R

nyi×ndi , D3,i ∈ R
nyi×nvi determine how the different variables influ-

ence the local states and outputs of subnetwork i. The vi(k) variables appear due to the fact
that a subnetwork is connected to other subnetworks. Hence, the vi(k) variables represent
the influence of other subnetworks on subnetwork i. If the values of vi(k) are fixed, then the
dynamics of subnetwork i are decoupled from the other subnetworks.

Remark 2.1 For completeness inputs ui(k) are also allowed to influence outputs yi(k) at
time k. A situation in which such direct feed-through terms typically appear is when al-
gebraic relations are linearized, e.g., when linearizing equations describing instantaneous
(power) flow distributions. 2

Remark 2.2 In the subnetwork description that we consider here, all variables involved take
on values in the real domain. This assumes that no discrete inputs, due to, e.g., switches, are
present. In addition, in the subnetwork description that we consider here, the dynamics are
assumed linear. Therefore, discrete behavior, e.g., due to saturation or discrete logic, cannot
be included. In Chapter 3 we discuss issues related to including such discrete elements. 2

Remark 2.3 In general the dynamics of the networks take place in continuous time. For
computational reasons, however, it is convenient to assume that the continuous-time dy-
namics are adequately represented by discrete-time dynamics. Hence, instead of specifying
and computing the dynamics of the network for each continuous-time instant t ∈ [0,∞), the
dynamics are only specified and computed at discrete time or control cycle steps k, each
representing T continuous-time time units, as shown in Figure 2.1. In Chapter 4 we discuss
issues related to dealing with continuous-time dynamics in more detail. 2

Remark 2.4 In general, the dynamics of the subnetworks are nonlinear. In Chapter 4 we
discuss in more detail how to obtain linear models from nonlinear models by linearization.

2

2.1.2 Control structure
We consider a multi-agent single-layer control structure as introduced in Section 1.3.2. Each
of the subnetworks i ∈ {1, . . . ,n} is controlled by a control agent i that:

• has a prediction model Mi of the dynamics of subnetwork i that matches the subnet-
work dynamics given by (2.1)–(2.2);
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• can measure the state xi(k) of its subnetwork;

• can determine settings ui(k) for the actuators of its subnetwork;

• can obtain exogenous inputs di(k+ l) of its subnetwork over a certain horizon of length
N, for l = {0, . . . ,N};

• can communicate with neighboring agents, i.e., the agents controlling the subnet-
works j ∈ Ni, where Ni = { ji,1, . . . , ji,mi} is the set of indexes of the mi subnetworks
connected to subnetwork i, also referred to as the neighbors of subnetwork or agent i.

Remark 2.5 The agents have no authority relations over one another, i.e., there is no agent
that can force another agent to do something, and each agent has only information about its
own subnetwork. In Chapter 4 we discuss how supervisory agents that can steer or direct
other agents can be used. 2

Remark 2.6 The multi-agent control structure studied here may be used not only for con-
trol of networks that span large geographical areas, but also for control of relatively small
networks, when restrictions on acting and sensing make single-agent control impossible. 2

2.2 MPC of a single subnetwork
Assume for now that the control agent of subnetwork i operates individually, that it therefore
does not communicate with other agents, and that it knows how the surrounding network
behaves. Below we will relax these assumptions.

The control agent employs MPC to determine which actions to take. In MPC, an agent
determines its actions by computing optimal actions over a prediction horizon of N control
cycles according to an objective function, subject to a model of the subnetwork, the behavior
of the surrounding network, and additional constraints.

The MPC strategy of agent i at time k consists of measuring the initial local state1 x̄i(k),
determining local exogenous inputs over the horizon d̄i(k + l), for l = {0,. . .,N − 1}, and
predicting influences of the rest of the network over the prediction horizon v̄i(k + l), for
l = {0, . . . ,N − 1}. Here, for notational convenience, the bar over variables indicates that
the values of these variables are known. In addition, below the tilde over variables is used
to denote variables over the prediction horizon, e.g., ãi(k) = [ ai(k)T, . . . ,ai(k + N − 1)T ]T.
Control agent i then solves the following optimization problem:

min
x̃i(k+1),ũi(k),ỹi(k)

Jlocal,i (x̃i(k + 1), ũi(k), ỹi(k)) =
N−1

∑
l=0

Jstage,i(xi(k + 1 + l),ui(k + l),yi(k + l))

(2.3)

1The measured initial local state is in this case the exact initial local state, since no measurement noise is
considered.
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subject to

xi(k + 1 + l) = Aixi(k + l)+ B1,iui(k + l)+ B2,id̄i(k + l)+ B3,ivi(k + l) (2.4)
yi(k + l) = Cixi(k + l)+ D1,iui(k + l)+ D2,id̄i(k + l)+ D3,ivi(k + l) (2.5)
vi(k + l) = v̄i(k + l) (2.6)

for l = 0, . . . ,N − 1
xi(k) = x̄i(k), (2.7)

where Jstage,i is a twice differentiable function that gives the cost per prediction step given a
certain local state, local input, and local output. A typical choice for the stage cost is:

Jstage,i (xi(k + 1),ui(k),yi(k)) =





xi(k + 1)
ui(k)
yi(k)





T

Qi





xi(k + 1)
ui(k)
yi(k)



+ fT
i





xi(k + 1)
ui(k)
yi(k)



 , (2.8)

where Qi and fi are a positive definite weighting matrix and a vector, respectively. After
control agent i has solved the optimization problem and found the N actions over the hori-
zon, it implements the actions ui(k) until the next control cycle, the control cycle k moves
to k + 1, and the control agent performs the MPC strategy at that control cycle by setting up
and solving the MPC optimization problem for k + 1.

We have assumed here through (2.6) that the agent does not use communication and that
it can by itself locally predict the influence of the surrounding network over the prediction
horizon, i.e., it knows vi(k + l), for l = 0, . . . ,N − 1. However, control agent i cannot know
this influence a priori, since actions taken by control agent i influence the dynamics of
its own subnetwork and therefore also the dynamics of a neighboring subnetwork j ∈ Ni,
which therefore changes the decision making of neighboring agent j and, hence, changes the
actions that control agent j chooses, which change the dynamics of subnetwork j, and thus
changes vi(k + l). Therefore, (2.6) cannot be added explicitly. To relax the assumption that
this is possible, constraints between control problems and communication between control
agents has to be used. Below we discuss this in more detail.

2.3 Interconnected control problems
The interconnections between control problems are modeled using so-called interconnect-
ing variables. A particular variable of the control problem of agent i is an interconnecting
variable with respect to the control problem of agent j if the variable of agent i corresponds
to the same physical quantity as a variable in the control problem of agent j. E.g., a flow
going from subnetwork i into subnetwork j is represented with an interconnecting variable
in the control problems of both agents.

Given the interconnecting variables of two agents corresponding to the same quantity,
it is convenient to define one of these variables as an interconnecting input variable and
the other as an interconnecting output variable. On the one hand, interconnecting input
variables win, ji(k) of the control problem of agent i with respect to agent j at control cycle
k can be seen as inputs caused by agent j on the control problem of agent i. On the other
hand, interconnecting output variables wout,i j(k) of the control problem of agent j with
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di

ui

vi

xi yi
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Figure 2.2: Illustration of the relation between the models and interconnecting variables of
control agents i and j.

respect to the control problem of agent i can be seen as the influence that agent j has on the
control problem of agent i. Figure 2.2 illustrates this. We consider interconnecting variables
win, ji(k) ∈ R

nwin, ji and wout, ji(k) ∈ R
nwout, ji .

Define the interconnecting inputs and outputs for the control problem of agent i over a
prediction horizon at control cycle k as:

w̃in,i(k) = ṽi(k) (2.9)

w̃out,i(k) = K̃i
[

x̃i(k + 1)T ũi(k)T ỹi(k)T]T , (2.10)

where K̃i is an interconnecting output selection matrix that contains zeros everywhere, ex-
cept for a single 1 per row corresponding to a local variable that relates to an interconnecting
output variable.

The variables w̃in,i(k), w̃out,i(k) are partitioned such that:

w̃in,i(k) =
[

w̃in, ji,1i(k)T, . . . , w̃in, ji,mi i(k)
T
]T

(2.11)

w̃out,i(k) =
[

w̃out, ji,1i(k)T, . . . , w̃out, ji,mi i(k)
T]T . (2.12)

The interconnecting inputs to the control problem of agent i with respect to agent j must
be equal to the interconnecting outputs from the control problem of agent j with respect to
agent i, since the variables of both control problems model the same quantity. For agent i
this thus gives rise to the following interconnecting constraints:

w̃in, ji(k) = w̃out,i j(k) (2.13)
w̃out, ji(k) = w̃in,i j(k), (2.14)

for all j ∈ Ni.
An interconnecting constraint depends on variables of two different control agents.

Therefore, a particular control agent will always miss information that it requires to include
the interconnecting constraint explicitly in its MPC control problem formulation. Hence,
the agent has to use communication with another agent to exchange information that it uses
to determine which values it should give to the interconnecting inputs and outputs. Below,
we survey how schemes for multi-agent single-layer MPC differ in the type of information
exchanged and the moments at which information exchange takes place.
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2.3.1 Types of information exchange
The challenge is to find a suitable way for the control agents to deal with the interconnecting
variables w̃in, ji(k) and w̃out, ji(k). In order to make a prediction of the evolution of the
subnetwork, values of the interconnecting variables have to be known or assumed over
the prediction horizon. There are several approaches to dealing with the interconnecting
variables, each yielding different types of information that is exchanged:

1. Ignore the influence of the interconnecting variables. This approach is used in a
completely decentralized setting. A control agent ignores the presence of other sub-
networks completely. This type of control scheme can be used when interconnecting
variables have negligible effect on the subnetwork dynamics. An advantage of this
approach is the absence of communication overhead. However, if the influence of
the interconnecting variables turns out not to be negligible, control performance will
degenerate.

2. Use constant values for the values of the interconnecting variables over the full pre-
diction horizon based on a local measurement made or obtained from a neighbor-
ing agent. This approach may be useful when the interconnecting variables change
slowly. This approach may also be used to monitor the interconnecting variables on-
line and to switch to a different way of dealing with the interconnecting variables
when the variables start changing significantly. An advantage of this approach is rela-
tively fast control, since the control agents only exchange information at the beginning
of each control cycle once and after that solve their control problems decentralized. A
disadvantage of this approach is that if the values of the interconnecting variables ex-
changed at the beginning of a control cycle are not valid over the complete prediction
horizon, the performance of the control will decrease.

3. Use predictions of the values of the interconnecting variables over the full prediction
horizon as obtained from a neighboring agent [28, 48, 75]. An advantage of this
approach is that there is only communication at the beginning of a control cycle,
after which the control agents solve their control problems decentralized. However,
the neighboring agent providing the predictions has to make sure that the predictions
are correct. In practice, if the subnetwork of the neighboring agent relies on other
neighboring subnetworks this will be difficult to ensure. Iterations as discussed below
in Section 2.3.2 are then necessary.

4. Use upper and lower bounds on the values of the interconnecting variables, as ob-
tained from a neighboring agent. This assumes that neighboring agents do not com-
municate exact trajectories, but instead bounds on the values of the interconnecting
variables. By enforcing these bounds, an agent can compute worst-case optimal in-
puts. The agent providing the bounds also has to make sure that its actual trajectory
stays within the bounds it has communicated. So-called compatibility constraints can
do this for certain linear-time invariant systems [37]. Hence, an advantage of this ap-
proach is that control agents do not have to make accurate predictions of the values of
interconnecting variables. However, the resulting control may be conservative, since
the control agents determine worst-case optimal inputs. In addition, if a control agent
requires accurate values for the interconnecting variables in order to make accurate
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predictions of the evolution of its subnetwork, only using upper and lower bounds
may give bad predictions, and consequently, bad performance.

5. Use a model that predicts the values of the interconnecting variables based on dy-
namics of neighboring subsystems [37]. When this is used a control agent knows the
dynamics or part of the dynamics that generate the values of the interconnecting vari-
ables [37]. This is, e.g., the case when the local agent has a copy of the subnetwork
models used by its neighbors. These models will depend on variables of the neigh-
boring subnetworks, like inputs, and perhaps interconnecting variables of neighbors
of neighbors. An advantage of this approach is that more about the interconnecting
variables is known. A disadvantage of this approach can be increased computational
time required to determine the predictions.

6. Use a model about the evolution of the interconnecting variables that has been learned
given available information from neighboring agents. This approach can be employed
if the agent does not have a model of the subnetwork that generates the interconnect-
ing variables. Instead it may employ learning techniques and build up experience to
learn a model. An advantage of this approach is that the control agent may exploit the
model learned from experience to improve its performance. However, learning such
a model in the first place is challenging.

7. Use knowledge about the objective function of neighboring agents together with mod-
els of the dynamics of the neighboring system [79]. The control agent can use this
information to compute which actions the neighbors will take [79]. It can determine
the actions that will be applied to that subsystem and consequently determine the evo-
lution of the values of the interconnecting variables. Knowledge about the objectives
of neighboring subnetworks can be used to make local decisions that are not counter-
acting the objectives of other control agents. Hence, an advantage of this approach is
that a control agent can anticipate what other control agents are going to do and there-
fore possibly increase the efficiency of the decision making. A disadvantage of this
approach is that one controller effectively is solving the control problems of multiple
subnetworks. Hence, the computational requirements will increase significantly, even
more than when approach 5 is used. In an approach that somehow communicates the
computed actions to the neighboring subnetworks this could become an advantage
however.

2.3.2 Timing of information exchange
Schemes for multi-agent MPC do not only differ in the type of information exchanged, but
also in the moment at which information exchange takes place, as shown in Figure 2.3. The
schemes are distinguished by the following characteristics:

1. Synchronous or asynchronous, i.e., do agents have to wait for one another when it
comes to sending and receiving information and determining which actions to take,
or can they send and receive information and determine which action to take at any
time.
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Figure 2.3: Different communication schemes between two agents. Arrows indicate infor-
mation exchange. Dotted lines indicate actions being implemented. Horizontal
lines indicate optimization problems being solved.

2. Single or multiple iterations, i.e., do agents decide on their actions after sending and
receiving information once, or do agents decide on their actions after a number of
information exchanges.

3. Parallel or serial, i.e., are multiple agents performing computations at the same time,
or is there only one agent at a time performing its computations.

Asynchronous schemes have as advantage over synchronous schemes that agents do not
have to wait for other agents to solve their problems and decide on which actions to take.
However, agents will have to include newly received information from neighboring agents
at any time while solving their own optimization problems. No multi-agent MPC methods
can do this at present.

Single-iteration schemes have as advantage over multiple-iteration schemes that the
amount of communication between agents is less, since information is exchanged only
once after an agent has solved its problem, and that time required to make a decision is
less, since only one iteration is done. Multiple-iteration schemes have as advantage over
single-iteration schemes that it is more likely that interconnecting constraints are satisfied at
the end of the iterations. In addition, over the iterations agents obtain implicit information
about the objectives of their neighbors. Multiple-iteration schemes therefore have a larger
potential to achieve overall optimal performance than single-iteration schemes.

Serial schemes have as advantage over parallel schemes that agents use the most up-to-
date information from their neighbors. In parallel schemes, the information that is received
is usually outdated. However, in serial schemes only one agent is performing computations
at a time and therefore decision making is potentially slower than when a parallel scheme is
used.

In the literature, several aspects of synchronous single-iteration parallel schemes have
been considered, e.g., in [37, 75, 79]. For certain linear time-invariant systems stability
can be proved when a so-called contracting stability constraint is placed on the first state
of each subsystem [75]. Stability results for settings where the evolution of interconnecting
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variables does not depend on neighbors of neighbors are given in [37, 79]. Synchronous
multiple-iterations serial and parallel schemes have been considered in [28, 48, 74]. Condi-
tions for convergence of iterations to local solutions and global solutions are given in [28].
A Lagrange-based scheme for the parallel case is employed in [48].

In the following we relax the assumption made in Section 2.2 that the control agent
operates individually and knows what the influence of the neighboring agents is going to be.
We extend the scheme of Section 2.2 to take into account the neighbors through an iterative
procedure. The procedure uses as information predictions over the full horizon as obtained
from neighboring agents, and employs multiple iterations in a synchronous fashion, aiming
for satisfaction of the interconnecting constraints.

2.4 Lagrange-based multi-agent single-layer MPC
For feasible overall solutions, the interconnecting constraints as defined in (2.13)–(2.14)
have to be satisfied at the moment that control agents decide on which action to take. As
discussed above, when one agent solves its optimization problem it has to assume trajecto-
ries for the interconnecting variables of its neighboring subnetworks over the horizon. If the
neighboring control agents do not respect the assumed trajectories that they communicated,
it is unlikely that such a trajectory will appear in the true system evolution. The neighboring
control agents will only have an incentive to respect their communicated trajectories if these
trajectories yield optimal inputs for their own subsystems.

Even if the agents make an agreement in advance to respect the trajectories communi-
cated, in practice they may not be able to implement this agreement. The reason for this
is that at the time of trajectory generation the agents did not know what the values of the
interconnecting variables of the other agents will be. Therefore, they may require infeasi-
ble inputs to local subsystems to respect the communicated trajectories. To deal with this,
a scheme can be used in which the agents perform a number of iterations to come to an
agreement on interconnecting variable trajectories that are acceptable to all agents, instead
of holding on to the first trajectories communicated.

In each iteration each agent optimizes both over its actions and over the predictions of
trajectories of neighboring subnetworks. In this way, each agent is sure that the predicted
trajectories it assumes are optimal for its own subsystem. After each of the agents has in this
way determined its own optimal actions and predicted interconnecting variables trajectory, it
communicates the predicted interconnecting variable trajectories to the neighboring agents.
This basically means that each agent tells its neighboring agents how it would like to see
the interconnecting variables of those agents evolve over the horizon.

Ideally, the interconnecting variable trajectories that those neighboring agents receive
will exactly correspond to their predictions of their interconnecting variable trajectories if
they would implement their optimal input sequences. However, it is more likely that the
received trajectories will not correspond to their predicted trajectories, as discussed before.
To encourage the agents to come to an agreement on the predicted interconnecting variable
trajectories a penalty term is added to the objective function of each agent. By updating the
penalty terms over a series of iterations using the information received from neighboring
agents, convergence may be obtained under appropriate assumptions, as we will discuss
below.
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To derive a scheme that implements these ideas we consider the following steps:

1. Formulate the combined overall control problem, i.e., aggregate the subproblems in-
cluding the interconnecting constraints;

2. Construct an augmented Lagrange formulation by replacing each interconnecting
constraint with an additional linear cost term, based on Lagrange multipliers, and
a quadratic penalty term [19, 23];

3. Decompose this formulation again into subproblems for each agent.

We now focus on these steps in more detail.

2.4.1 Combined overall control problem
We define the combined overall control problem as the problem formed by the aggrega-
tion of the local control problems without assuming that the influence from the rest of the
network formulated through (2.6) is known, but including the definition of the interconnect-
ing inputs and outputs (2.9)–(2.10) and the interconnecting constraints (2.13)–(2.14). After
defining:

X̃(k + 1) = [x̃1(k + 1)T, . . . , x̃n(k + 1)T]T

Ũ(k) = [ũ1(k)T, . . . , ũn(k)T]T

Ỹ(k) = [ỹ1(k)T, . . . , ỹn(k)T]T,

the control problem at control cycle k is defined as:

min
X̃(k+1),Ũ(k),Ỹ(k)

n
∑
i=1

Jlocal,i(x̃i(k + 1), ũi(k), ỹi(k)) (2.15)

subject to, for i = 1, . . . ,n,

w̃in, ji,1i(k) = w̃out,i ji,1(k) (2.16)
...

w̃in, ji,mi i(k) = w̃out,i ji,mi
(k) (2.17)

and the dynamics (2.4)–(2.5) of subnetwork i over the horizon, and the initial constraint
(2.7) of subnetwork i. Note that it is sufficient to include in the combined overall control
problem formulation only the interconnecting input constraints (2.9) for each agent i, since
the interconnecting output constraints (2.10) of agent i will also appear as interconnecting
input constraints of its neighboring agents.

2.4.2 Augmented Lagrange formulation
The overall control problem (2.15) is not separable into subproblems using only local vari-
ables x̃i(k+1), ũi(k), ỹi(k) of one agent i alone due to the interconnecting constraints (2.16)–
(2.17). In order to deal with the interconnecting constraints, an augmented Lagrange for-
mulation of this problem can be formulated [19, 23]. An augmented Lagrange formulation
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combines a penalty formulation with a Lagrange formulation and therefore can provide
improved convergence [18]. Using such a formulation, the interconnecting constraints are
removed from the constraint set and added to the objective function in the form of addi-
tional linear cost terms, based on Lagrange multipliers, and additional quadratic terms. The
augmented Lagrange function is defined as:

L(X̃(k + 1), Ũ(k), Ỹ(k),W̃in(k),W̃out(k), Λ̃in(k))

=
n
∑
i=1

(

Jlocal,i (x̃i(k + 1), ũi(k), ỹi(k),)

+ ∑
j∈Ni

(

λ̃in, ji(k)
(

w̃in, ji(k)− w̃out,i j(k)
)

+
γc
2

∥

∥

∥
w̃in, ji(k)− w̃out,i j(k)

∥

∥

∥

2

2

)

)

, (2.18)

where

W̃in(k) = [w̃in, j1,11(k)T, . . . , w̃in, jn,mn n(k)T]T

W̃out(k) = [w̃out, j1,11(k)T, . . . , w̃out, jn,mn n(k)T]T

Λ̃in(k) = [λ̃in, j1,11(k)T, . . . , λ̃in, jn,mn n(k)T]T,

and where γc is a positive constant, and λ̃in, ji(k) are the Lagrange multipliers associated
with the interconnecting constraints w̃in, ji(k) = w̃out, ji(k).

By duality theory [19, 23], the resulting optimization problem follows as maximization
over the Lagrange multipliers while minimizing over the other variables, i.e.:

max
Λ̃in(k)











min
X̃(k+1),Ũ(k),Ỹ(k),

W̃in(k),W̃out(k)

L
(

X̃(k + 1), Ũ(k), Ỹ(k),W̃in(k),W̃out(k), Λ̃in(k)
)











, (2.19)

subject to the dynamics (2.4)–(2.5) of subnetwork i over the horizon, and the initial con-
straint (2.7) of subnetwork i, for i = 1, . . . ,n.

Under convexity assumptions on the objective functions and affinity of the subnetwork
model constraints it can be proved that a minimum of the original problem (2.15) can be
found iteratively by repeatedly solving the minimization part of (2.19) for fixed Lagrange
multipliers, followed by updating the Lagrange multipliers using the solution of the mini-
mization, until the Lagrange multipliers do not change anymore from one iteration to the
next [19]. These convexity assumptions are satisfied for the linear model (2.1)–(2.2) that
we assume, in combination with a linear local objective function, or in combination with a
quadratic local objective function as defined in (2.8). In Section 2.5 we show an example of
such a model with a quadratic local objective function.

2.4.3 Distributing the solution approach
The iterations to compute the solution of the combined overall control problem based on
the augmented Lagrange formulation (2.18) include quadratic terms and can therefore not
directly be distributed over the agents. To deal with this, the non-separable problem (2.18)
can be approximated by solving n separated problems, each of which is based on local
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dynamics, local objectives Jlocal,i, and an additional cost term Jinter,i. The problem for the
control agent controlling subnetwork i is defined as follows:

min
x̃i(k+1),ũi(k),ỹi(k),

w̃in, ji,1 i(k),...,w̃in, ji,mi i(k),
w̃out, ji,1i(k),...,w̃out, ji,mi i(k)

Jlocal,i (x̃i(k + 1), ũi(k), ỹi(k))

+ ∑
j∈Ni

Jinter,i
(

w̃in, ji(k), w̃out, ji(k), λ̃in, ji(k)(s), λ̃out,i j(k)(s)
)

,

(2.20)

subject to the dynamics (2.4)–(2.5) of subnetwork i over the horizon, and the initial con-
straint (2.7) of subnetwork i. As we will see below, the structure of the additional cost term
Jinter,i differs depending on the type of communication scheme used. At iteration s, the vari-
ables λ̃in, ji(k)(s) are the Lagrange multipliers computed by agent i for its interconnecting
constraints w̃in, ji(k) = w̃out,i j(k), and the variables λ̃out,i j(k)(s) are the Lagrange multipliers
for its interconnecting constraints w̃out, ji(k) = w̃in,i j(k). The λ̃out,i j(k)(s) variables are re-
ceived by agent i through communication with agent j, which computed these variables for
its interconnecting constraints with respect to agent i. The general multi-agent MPC scheme
that results from this comprises at control cycle k the following steps:

1. For i = 1, . . . ,n, agent i makes a measurement of the current state of the subnetwork
x̄i(k) = x(k) and estimates the expected exogenous inputs d̄i(k+ l), for l = 0, . . . ,N −1.

2. The agents cooperatively solve their control problems in the following iterative way:

(a) Set the iteration counter s to 1 and initialize the Lagrange multipliers λ̃in, ji(k)(s),
w̃out,i j(k)(s) arbitrarily.

(b) Either serially or in parallel, for i = 1, . . . ,n, agent i determines x̃i(k + 1)(s),
ũi(k)(s), w̃in, ji(k)(s), w̃out,i j(k)(s), for j ∈ Ni, by solving:

min
x̃i(k+1),ũi(k),ỹi(k),

w̃in, ji,1i(k),...,w̃in, ji,mi i(k),
w̃out, ji,1 i(k),...,w̃out, ji,mi i(k)

Jlocal,i (x̃i(k + 1), ũi(k), ỹi(k))

+ ∑
j∈Ni

Jinter,i
(

w̃in, ji(k), w̃out, ji(k), λ̃in, ji(k)(s), λ̃out,i j(k)(s)
)

,

(2.21)

subject to the local dynamics (2.4)–(2.5) of subnetwork i over the horizon and
the initial constraint (2.7) of subnetwork i.

(c) Update the Lagrange multipliers,

λ̃in, ji(k)(s+1) = λ̃in, ji(k)(s) +γc
(

w̃in, ji(k)(s) − w̃out,i j(k)(s)
)

. (2.22)

(d) Move on to the next iteration s + 1 and repeat steps 2.(b)–2.(c). The iterations
stop when the following stopping condition is satisfied:

∥

∥

∥

∥

∥

∥

∥







λ̃in, j1,11(k)(s+1) − λ̃in, j1,11(k)(s)
...

λ̃in, jn,mn n(k)(s+1) − λ̃in, jn,mn n(k)(s)







∥

∥

∥

∥

∥

∥

∥

∞

≤ γε,term, (2.23)
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where γε,term is a small positive scalar and ‖ ·‖∞ denotes the infinity norm. Note
that satisfaction of this stopping condition can be determined in a distributed
way, because each individual component of the infinity norm depends only on
variables of one particular agent [111].

3. The agents implement the actions until the beginning of the next control cycle.

4. The next control cycle is started.

Remark 2.7 The Lagrange multipliers can be initialized arbitrarily; however, initializing
them with values close to the optimal Lagrange multipliers will increase the convergence
of the decision making process. Therefore, also initializing the Lagrange multipliers with
values obtained from the previous decision-making step is beneficial, since typically these
Lagrange multipliers will be good initial guesses for the new solution. We refer to this as a
warm start. 2

The schemes proposed in the literature implement step 2.(b) in a parallel fashion, e.g.,
[28, 41, 48]. In the following we first discuss a scheme that implements step 2.(b) in a
parallel fashion and then we propose a novel scheme that implements it in a serial fashion.
We then assess the performance of both schemes experimentally.

2.4.4 Serial versus parallel schemes
Parallel implementation

The parallel implementation is the result of using the auxiliary problem principle [14, 81,
127] of approximating the non-separable quadratic term in the augmented Lagrange formu-
lation of the combined overall control problem. The parallel scheme involves a number of
parallel iterations in which all agents perform their local computing step at the same time.

Given for the agents j ∈ Ni, the previous information w̃in,prev,i j(k) = w̃in,i j(k)(s−1) and
w̃out,prev, ji(k) = w̃out, ji(k)(s−1) of the last iteration s − 1, agent i solves problem (2.21) using
the following additional objective function term for the interconnecting constraints:

Jinter,i
(

w̃in, ji(k), w̃out, ji(k), λ̃in, ji(k)(s), λ̃out,i j(k)(s)
)

=

[

λ̃in, ji(k)(s)
−λ̃out,i j(k)(s)

]T [ w̃in, ji(k)
w̃out, ji(k)

]

+
γc
2

∥

∥

∥

∥

[

w̃in,prev,i j(k)− w̃out, ji(k)
w̃out,prev,i j(k)− w̃in, ji(k)

]∥

∥

∥

∥

2

2

+
γb −γc

2

∥

∥

∥

∥

[

w̃in, ji(k)− w̃in,prev, ji(k)
w̃out, ji(k)− w̃out,prev, ji(k)

]∥

∥

∥

∥

2

2
.

This scheme uses only information computed during the last iteration s − 1. The parallel
implementation of step 2.(b) of the general multi-agent MPC scheme therefore consists of
the following steps at decision step k, iteration s:

2 (b) For all agents i ∈ {1, . . . ,n}, at the same time, agent i solves the problem (2.21)
to determine x̃i(k + 1)(s), ũi(k)(s), w̃in, ji(k)(s), w̃out, ji(k)(s), and sends to agent
j ∈ Ni the computed values w̃out, ji(k)(s).
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The positive scalar γc penalizes the deviation from the interconnecting variable iterates
that were computed during the last iteration. This causes that when γc is chosen larger, the
interconnecting variables that agent i computes at the current iteration will stay close to the
interconnecting variables that neighboring agent j ∈ Ni computed earlier. With increasing
γc, it becomes more expensive for an agent to deviate from the interconnecting-variable
values computed by the other agents. This results in a faster convergence of the intercon-
necting variables to values that satisfy the interconnecting constraints. However, it may still
take some iterations to obtain optimal values for the local variables. A higher γc results in
a higher number of iterations before reaching optimality, although the interconnecting con-
straints will be satisfied quickly. A lower γc results in a lower number of iterations before
reaching optimality and interconnecting constraints that are satisfied. However, when γc is
chosen too small, a larger number of iterations will again be necessary, since it will take a
longer time for the interconnecting constraints to be satisfied.

As additional parameter this scheme uses a positive scalar γb. If γb > γc, then the term
penalizes the deviation between the interconnecting variables of the current iteration and the
interconnecting variables of the last iteration of agent i; it thus gives the agent less incentive
to change its interconnecting variables from one iteration to the next. When γb ≥ 2γc,
and moreover the overall combined problem is convex, it can be proved that the iterations
converge toward the overall minimum for sufficiently small γε,term [20, 81].

Serial implementation

The novel serial implementation that we propose is the result of using block coordinate
descent [20, 127] for dealing with the non-separable quadratic term in the augmented La-
grange formulation of the combined overall control problem (2.18). This approach mini-
mizes the quadratic term directly, in a serial way. Contrarily to the parallel implementation,
in the serial implementation one agent after another minimizes its local and interconnecting
variables while the other variables stay fixed.

Given the information w̃in,prev,i j(k) = w̃in,i j(k)(s), w̃out,prev,i j(k) = w̃out,i j(k)(s) computed
at the current iteration s for each agent j ∈ Ni that has solved its problem before agent i
in the current iteration s, and given the previous information w̃prev,i j(k) = w̃(s−1)

i j (k) of the
last iteration s − 1 for the other agents, agent i solves problem (2.20) using the following
additional objective function:

Jinter,i
(

w̃in, ji(k), w̃out, ji(k), λ̃in, ji(k)(s), λ̃out,i j(k)(s)
)

=

[

λ̃
(s)
in, ji(k)

−λ̃
(s)
out,i j(k)

]T
[

w̃in, ji(k)
w̃out, ji(k)

]

+
γc
2

∥

∥

∥

∥

[

w̃in,prev,i j(k)− w̃out, ji(k)
w̃out,prev,i j(k)− w̃in, ji(k)

]∥

∥

∥

∥

2

2
.

Thus, contrarily to the parallel implementation, the serial implementation uses both infor-
mation from the current iteration and from the last iteration. The serial implementation
implements step 2.(b) of the general scheme as follows at decision step k, iteration s:

(ii) 2 For i = 1, . . . ,n, one agent after another, agent i determines x̃i(k +1)(s), ũi(k)(s),
w̃in, ji(k)(s), w̃out, ji(k)(s) by solving (2.21), and sends to each agent j ∈ Ni the
computed values w̃out, ji(k)(s).
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PSfrag replacements

subnetwork 1
subnetwork 2

generation

load

generation

load

transmission
line

Figure 2.4: Example of two subnetworks, each with loads and power generation facilities.
Power flows over the transmission line between the subnetworks. The load-
frequency control problem involves adjusting the generation in each subnetwork
such that the frequency deviation is maintained close to zero under load distur-
bances.

The role of the scalar γc is similar as for the parallel implementation, except that for the
serial implementation γc penalizes the deviation from the interconnecting variable iterates
that were computed by the agents before agent i in the current iteration and by the other
agents during the last iteration. Note that when for the parallel scheme γb = γc the addi-
tional objective functions are the same for the parallel and the serial scheme, except for the
previous information used: the parallel implementation uses only information from the last
iteration, the serial also from the current.

In the next section we experimentally assess the performance of the parallel and the
serial scheme and discuss which of the two schemes yields a better performance.

2.5 Application: Load-frequency control
In this section we propose the use of the techniques for multi-agent single-layer MPC dis-
cussed above for a particular problem in power networks. The problem that we consider is
load-frequency control [82]. The frequency is one of the main variables characterizing the
power network. The purpose of load-frequency control is to keep power generation close to
power consumption under consumption disturbances, such that the frequency is maintained
close to a nominal frequency of typically 50 or 60 Hz [82]. At an international level power
networks become more interconnected and in addition power flows become more unpre-
dictable, e.g., due to large-scale unpredictable power generation using wind turbines. In
order to assure correct load-frequency control in the future, current control strategies will
be replaced by more advanced strategies that automatically and online determine how the
actuators in the network have to be set. Since at an international level countries are not will-
ing to give away access to actuators and sensors in their own subnetworks, they will have to



34 2 Serial versus parallel schemes

13

3

2

1

12

4

5 6

7

9

810

11

Figure 2.5: The overall network, consisting of 13 subnetworks.

install controllers that cooperatively control the overall network.
A large number of control strategies has been developed for load-frequency control [70].

In the 70s, load-frequency control started being developed with control strategies based on
centralized, non-MPC control (see [42, 47, 125]). From the 80s on also, distributed, non-
MPC schemes appeared [3, 78, 119, 151, 152]. Recently, also MPC-based schemes have
been proposed. A centralized MPC scheme for load-frequency control was proposed in
[126]. A decentralized MPC scheme for load-frequency control was proposed in [8]. The
latter approach is a decentralized approach that does not take the interconnections between
subnetworks explicitly into account. In [28] a distributed MPC scheme is proposed for load-
frequency control assuming that only once per control step information between agents can
be exchanged. Also in [144] a distributed MPC scheme is applied to a load-frequency
control example. The scheme uses distributed state estimation to provide nominal stability
and performance properties. We consider distributed MPC using the parallel and serial
scheme of Section 2.4.4, which explicitly take into account the interconnections between
subnetworks, and use multiple iterations of information exchange before deciding on which
actions to take.

2.5.1 Benchmark system
Our benchmark network consists of subnetworks with consumption and generation capa-
bilities, as illustrated in Figure 2.4 for two subnetworks. We consider a network divided
into 13 subnetworks as shown in Figure 2.5. Each subnetwork is controlled by one control
agent. This control agent has to keep the frequency deviation within its subnetwork close to
zero under minimal generation changes. Each control agent can only make measurements
and set actuators in its own subnetwork.

We consider rather simplified dynamics for the subnetwork models, that do however
include the basic elements of power injection, power consumption, and power flow over
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constant value
ηK,i 120
ηS,i j 0.5
ηS, ji 0.5

ηT,i (s) 20

Table 2.1: Values of the parameters of the subnetworks, for i ∈ {1, . . . ,n} and j ∈ Ni.

power lines, and that do show the basic characteristics of the load-frequency control prob-
lem. Let the continuous-time linearized dynamics of subnetwork i be described by the
following second-order dynamics, as taken from [28]:

dx∆δ,i
dt (t) = 2πx∆ f ,i(t)

dx∆ f ,i
dt (t) = −

1
ηT,i

x∆ f ,i(t)+
ηK,i
ηT,i

u∆Pgen,i(t)−
ηK,i
ηT,i

d∆Pdist,i(t)

+
ηK,i
ηT,i

(

∑
j∈Ni

ηS,i j
2π

(x∆δ, j(t)− x∆δ,i(t))
)

yi(t) =

[

x∆δ,i(t)
x∆ f ,i(t)

]

,

where at time t, for subnetwork i, x∆δ,i(t) is the incremental phase angle deviation in rad,
x∆ f ,i(t) is the incremental frequency deviation in Hz, u∆Pgen,i(t) is the incremental change
in power generation in per unit (p.u.), d∆Pdist,i(t) is a disturbance in the load in p.u., yi(t)
are the measurements of the states, and ηK,i is the subnetwork gain, ηT,i is the subnetwork
time constant in s, ηS,i j is a synchronizing coefficient of the line between subnetwork i and
j. The values for these constants are given in Table 2.1. Since we assume that the outputs
yi(t) measure the state variables noise-free, we will without loss of generality leave out the
outputs yi(t) and only focus on the states xi(t) in the following.

Remark 2.8 For subnetwork i the derivative dx∆ f ,i
dt (t) depends on x∆δ, j(t), for j ∈ Ni,

which are variables of the subnetworks j ∈ Ni. The variables x∆δ, j(t) will therefore cause
an interconnecting constraint between the control problems of agents i and j. 2

Defining the local control input ui(k) = u∆Pgen,i(k), the local exogenous input di(k) =
d∆Pdist,i(k), the local states xi(k) = [x∆δ,i(k), x∆ f ,i(k)]T, the remaining variables vi(k) =
[x∆δ, ji,1(k), . . . ,x∆δ, ji,mi

(k)]T, and discretizing the continuous-time model using an Euler ap-
proximation (with a step size of Tp = 0.25 s), the dynamics of subnetwork i can be written
as:

xi(k + 1) = Aixi(k)+ B1,iui(k)+ B2,idi(k)+ B3,ivi(k), (2.24)

where

Ai =

[

1 Tp2π

∑ j∈Ni

(

Tp
−ηK,iηS,i j

2πηT,i

)

1 − Tp
1

ηT,i

]

B1,i =

[

0
Tp

ηK,i
ηT,i

]
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B2,i =

[

0
−Tp

ηK,i
ηT,i

]

B3,i =

[

0 0 . . . 0
Tp

ηK,iηS,i ji,1
2πηT,i

Tp
ηK,iηS,i ji,2

2πηT,i
. . . Tp

ηK,iηS,i ji,mi
2πηT,i

]

.

2.5.2 Control setup
The agents use the multi-agent single-layer MPC approach as discussed in Section 2.4.3.
In order to implement this scheme, the prediction model, the interconnecting variables, the
control objectives, and possibly additional constraints have to be specified:

• Prediction model. Agent i uses as prediction model Mi (2.24) over the time span from
k + 1 until k + N.

• Interconnecting variables. The interconnecting inputs for agent i are defined as in
(2.9), and the interconnecting outputs for agent i are defined as in (2.10), with:

K̃i =



























1 0 0
...

...
...

1 0 0
. . . . . .

1 0 0
...

...
...

1 0 0



























,

such that the interconnecting inputs are x∆δ, j(k + 1 + l), and the interconnecting out-
puts are x∆δ,i(k + 1 + l), for j ∈ Ni and l = 0, . . . ,N − 1.

• Local control objectives. Since agent i has to minimize the frequency deviation and
the control input changes in its subnetwork, it uses the following quadratic local ob-
jective function:

Jlocal,i (x̃i(k + 1), ũi(k)) =
N−1

∑
l=0

[

xi(k + 1 + l)
ui(k + l)

]T [Qi,x 0
0 Qi,u

][

xi(k + 1 + l)
ui(k + l)

]

where

Qi,x =

[

0 0
0 100

]

, Qi,u = 10.

A quadratic function has the advantage that larger deviations are penalized more, and
moreover that the objective function is convex.

• Additional constraints. Upper and lower bounds are imposed on the changes in power
generation and on the changes in angle and frequency:

umin,i ≤ ui(k + l) ≤ umax,i

xi,min ≤ xi(k + 1 + l) ≤ xi,max,

for l = 0, . . . ,N − 1, and umin,i = −0.3, umax,i = 0.3, xi,min = [−10,−10]T, xi,max =
[10,10]T.

The defined subnetwork models, interconnecting variables, local control objectives, and
additional constraints lead to an overall combined control problem (2.15) that is convex.
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Figure 2.6: Uncontrolled simulation of frequency deviation after a small disturbance in sub-
network 5.

2.5.3 Simulations
We simulate the network in Matlab v7.3 [98]. The network is simulated in discrete time
steps of 0.25 s, for kf = 20 steps. Every 0.25 s the control agents measure the state of their
subnetwork after which they either employ the serial or the parallel scheme to determine
which action to take next. As reference for the performance a hypothetical single agent that
uses the overall combined control problem (2.15) is employed. Each of the schemes uses a
warm start when possible, i.e., when the solution from a previous control cycle is available.
Iterations are stopped when the stopping condition (2.23) is satisfied, or when a maximum
number of 5000 iterations has been performed.

The MPC problems solved by the individual control agents at each iteration are quadratic
programming problems with linear constraints. These problems are efficiently solved by the
ILOG CPLEX v10 Barrier QP solver [71], which we use through the Tomlab v5.7 [66] in-
terface in Matlab v7.3 [98].

To assess the performance of the schemes discussed above, we first illustrate the un-
controlled behavior of the network after a disturbance for a particular scenario, then we
consider the performance of the schemes over the full simulation span for a particular set-
ting of the parameters, and then we focus on how the parameters γc and γε,term influence the
performance of the schemes at a single control cycle.

Scenario without control

It is easy to verify by inspection of the eigenvalues of the overall network that the network
is unstable when no control is employed. To illustrate this instability, we first consider the
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following uncontrolled scenario. The subnetworks start in steady state, i.e., xi(0) = [0,0]T,
for i = {1, . . . ,n}). A disturbance d∆Pdist,i(k) = 1.10−2 is imposed at k = −1 in subnetwork
5.

Figure 2.6 shows the evolution of the frequency deviation right after the disturbance
has appeared, i.e., starting from k = 0, in a number of representative subnetworks when
no control actions are taken. Clearly, without control agents acting on the generation, the
dynamics of the network directly after the disturbance become unstable, and the magnitudes
of the oscillations of the frequency deviations increase quickly after the fault.

Performance of control over the full simulation span

We now consider the performance that the parallel and serial schemes discussed in this
chapter can achieve for particular values of the control parameters. We compare the perfor-
mance of the serial and parallel scheme with each other and with a hypothetical centralized
control agent that solves the overall combined MPC problem.

We consider 50 scenarios in which a randomly chosen disturbance d∆Pdist,i from the
domain [−1.10−2,1.10−2] appears in a randomly chosen subnetwork i ∈ {1, . . . ,13}. In each
scenario, we let time step k = 0 correspond to the time step right after the disturbance has
appeared. Hence, we consider the performance of the control agents with respect to dealing
with the consequences of the disturbance.

To compare the performance of the schemes over the full simulation period, costs are
computed over the full simulation as:

Jsim =
n
∑
i=1

kf−1

∑
l=0

Jstage,i (x̄i(1 + l), ūi(l), ȳi(l)) ,

where the bar indicates that the value of the variable is the actual value as appearing in the
evolution of the network, and not the predicted value as predicted by a control agent during
its optimization. E.g., x̄i(k) refers to the actual state of subnetwork i at time k, and not to
the state predicted by a control agent. No penalty term is included for violation of the upper
or lower bounds on the variables.

As parameters we here consider as specific setting for the length of the prediction hori-
zon N = 5, and for the values of the parameters of the schemes γc = 1, γε,term = 1e−4,
and γb = 2γc, which for overall convex problems guarantees convergence toward an over-
all optimal solution. Below we will further discuss the influence of different values of the
parameters on the performance of the control.

Table 2.2 shows over all scenarios the average results of the schemes, consisting of
the average performance Jsim,avg, the average number of iterations required Niter,avg, and
the total computation time in seconds2. We observe that the average performance Jsim,avg
that is obtained over a full simulation by the serial and the parallel scheme are very close
to each other. In addition the performance of these multi-agent schemes is very close to

2For computing the total computation time required for the parallel and the serial scheme, only the time spent
on solving the optimization problems is summed, since the time involved in setting up the optimization problems
is negligible. The simulations are implemented in a central simulation environment. Hence, the parallel scheme is
in fact executed in a serial fashion. Therefore, the computation time of a single iteration is taken as the maximum
computation time required for solving either of the local optimization problems. Since the simulations are executed
in a central simulation environment also no communication delays are accounted for.
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scheme Jsim,avg Niter,avg Tcomp,avg
centralized 0.2746 - 0.3

serial 0.2746 129 16.6
parallel 0.2746 335 5.9

Table 2.2: Results of the schemes over all experiments. The table shows over all 50 scenar-
ios the average performance Jsim,avg, the average number of iterations Niter,avg,
and the average total computation time Tcomp,avg (s). The results have been ob-
tained for parameter settings N = 5, kf = 20, γc = 1, γε,term = 1.10−4, and starting
from 50 different initial states, each of which are a state appearing right after a
random disturbance between -0.01 and 0.01 p.u. in one of the subnetworks has
occurred.

the performance of the centralized scheme. Hence, the controls agents have obtained the
performance of the centralized control agent in a distributed way.

We also observe from Table 2.2 that the serial scheme on average requires fewer itera-
tions Niter,avg per simulation than the parallel scheme. This can be explained by the fact that
the serial scheme uses information from both the previous and the current iteration, whereas
the parallel scheme only uses information from a previous iteration.

In Table 2.2 we also observe that the total computation time in seconds per simulation
on average Tcomp,avg is larger for the serial scheme than for the parallel scheme. This is
explained by the fact that in the serial scheme only one agent at a time performs a computa-
tion step within an iteration, whereas in the parallel scheme multiple control agents perform
computations at the same time. Compared to the centralized scheme, the parallel and serial
scheme have a larger total computation time than the centralized scheme.

Below we will discuss these results further, after illustrating the influence of different
parameter values on the performance of the parallel and serial scheme.

Iterations at a single control cycle

To illustrate the operation of the serial scheme at a particular control cycle, consider Figure
2.7. The figure illustrates the typical behavior of values of interconnecting variables going
toward each other over the iterations at a particular control cycle for a network consisting
of two subnetworks. In this network, the values of xi are unconstrained.

The figure illustrates for a particular interconnecting input variable of agent 1 over the
prediction horizon and the corresponding interconnecting output variable of agent 2 over
the prediction horizon, the values that both agents would like their interconnecting variable
to take on. After each local computation step, these values are communicated to the other
agent, which uses these to update its interconnecting objective function. As the iterations
progress the values of the interconnecting input and the corresponding interconnecting out-
put converge to each other, indicating that the values go toward satisfying interconnecting
constraints. In addition, since in our case the combined overall problem is convex, the val-
ues converge to the solution that would have been obtained with a centralized control agent
that would have access to all actuators and sensors in the network.

Depending on the value of the parameter γε,term the iterations will terminate sooner or
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Figure 2.7: Convergence of the values for interconnecting input variables of agent 1 (solid
line with circle) and the corresponding interconnecting output variables of
agent 2 (solid line with cross), each corresponding to the variables x∆δ,1(k + l)
over a prediction horizon of 6 steps, hence, for l = 1,2, . . . ,6. Over the itera-
tions the values converge to the overall optimal solution (dashed line).
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later, and depending on the value of the parameter γc the values of the interconnecting
variables will converge sooner or later to values for which the interconnecting constraints
are satisfied. Below we go into this in more detail.

Parameter sensitivity at a single control cycle

To gain more insight into the role of the parameters γc and γε,term and into the iterations that
the serial and the parallel scheme perform, we illustrate the performance of the schemes
for a particular representative control problem at a particular control cycle under varying
parameter values. The control problem that we consider is the MPC control problem that
the agents have to solve right after a disturbance d∆Pdist,i of magnitude 1.10−2 has occurred
in subnetwork 5.

To evaluate the solution over the prediction horizon determined by the different schemes
at a single control cycle, the inputs coming from the different schemes are implemented to
determine the resulting state trajectory, after which the cycle performance Jcycle is deter-
mined as:

Jcycle =
n
∑
i=1

N−1

∑
l=0

Jstage,i (x̄i(1 + l),ui(l), ȳi(l)) .

No penalty term is included for violations of the bound constraints.

Varying the penalty coefficient We first vary the parameter γc, while keeping γε,term fixed
at 1.10−6. For varying values of the parameter γc we determine the cycle performance Jcycle
at each intermediate iteration. Hence, after each iteration, the actions that the control agents
would then choose are used to evaluate the cycle performance Jcycle over the prediction
horizon.

Figures 2.8 and 2.9 illustrate how the cycle performance Jcycle of the control agents
using the serial and the parallel scheme changes over the iterations, under various values for
γc. We clearly observe that as the number of iterations increases, the performance of the
solution that the control agents have determined increases as well.

We observe in Figure 2.8 that, indeed, on the one hand for very small values of the
penalty term γc, the convergence is slow, whereas on the other hand, for larger values of the
penalty term γc, the convergence is faster. However, we observe in Figure 2.9 that, indeed,
when the penalty term γc is chosen too large, the convergence slows down again.

For a given value of γc, the serial scheme requires fewer iterations and converges faster
than the parallel scheme. This behavior is best observed for larger values of γc in Figure 2.9.
The difference in the number of iterations required is due to the fact that the serial scheme
uses information earlier than the parallel scheme. For smaller values of γc, as those shown
in Figure 2.8, the influence of the additional objective function Jinter,i of both the parallel and
the serial scheme vanishes, making that the difference between the two schemes vanishes as
well.

Varying the stopping tolerance Given a value for γc we determine the cycle performance
Jcycle that the control agents obtain at termination using various values for the stopping
tolerance γε,term. We vary γε,term in the set {1.10−8,1.10−7, . . . ,1,10}.
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Figure 2.8: The performance of solutions after each iteration for smaller values of γc.
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value for γε,term. The value of γε,term decreases when going from left to right.

Figure 2.10 shows the results for varying γε,term, while keeping γc fixed at 100. We
observe that with a decreasing value of the stopping tolerance γε,term, more iterations are
required before the stopping condition is satisfied. We also observe that if an appropriate
value for γε,term is chosen, convergence toward the centralized solution is obtained within a
reasonable bound.

It is noted that there is minimal performance that is achieved when γε,term becomes
larger than a certain value. In Figure 2.10 this is observed for the parallel scheme, which
for values of γε,term larger than 0.1 achieves the same performance.

When comparing the serial scheme with the parallel scheme, we observe that the se-
rial scheme outperforms the parallel scheme in convergence speed and performance. Fur-
thermore, Figure 2.10 illustrates that over the iterations the performance of both schemes
converges toward the performance of the centralized overall scheme.

Discussion

The experiments reported in this section represent a relatively small portion of all experi-
ments that could have been done, involving multiple combinations of network topologies,
scheme parameters, prediction horizons, etc. Nonetheless, the results obtained here give an
indication of the potential of the approaches discussed in this chapter.

It is noted that both schemes discussed only communicate information common to the
control problems of several agents; all other data is only used locally. Agents have only a
prediction model of their own subnetwork. This gives flexibility and security, since other
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agents do not have to know the exact parameters of a particular subnetwork, and in fact the
subnetwork may be changed, without having to inform other agents.

The time required to complete the iterations at one control cycle in these experiments is
typically larger than a real-time online implementation would allow. However, as Figures
2.8 and 2.9 illustrate, after already a few iterations a relatively good solution can have been
obtained, and thus if necessary the iterations could be stopped earlier.

In our experiments we have seen that the serial scheme can outperform the parallel
scheme in terms of convergence speed in terms of iterations and the performance obtained.
However, we also observed that the serial scheme requires more computation time in sec-
onds in order to perform its computations, when compared to the parallel scheme.

If the time required for one serial iteration is reduced, the serial scheme may also out-
perform the parallel scheme in total computation time required. Our idea to achieve this
is to parallelize the serial scheme, either only within an iteration, or also over iterations.
Parallelization can be done when the topology of subnetworks can be seen as a tree. This
tree structure of the network makes that control problems of control agents can be solved
(partially) in parallel, thus reducing total computation time. Groups of agents operating in
parallel may be constructed. Within each group, the serial scheme may be employed [111].

It should be noted that the overall network that the control agents control in this section
is highly unstable. As we have seen, a small disturbance in the overall network gives large
oscillations if not controlled properly. For this reason, it is important for the control agents
to obtain very accurate values of the interconnecting variables over the prediction horizon.
For applications in which the local subnetwork dynamics and objectives do not depend as
much on the values of the interconnecting variables decision making speed can be increased
by lowering the value of the stopping tolerance γε,term.

The dynamics used in this section for representing the power networks dynamics are
highly simplified, and the values representing the deviations therefore can also not directly
be related to physical values. The linear dynamics assumed are typically valid only over
small prediction horizons. However, for our purpose of showing the performance of the
control schemes, this is not an issue. More advanced linear models may be used in combi-
nation with the schemes considered above to more adequately represent the actual network
physics.

2.6 Summary
In this chapter we have considered multi-agent single-layer MPC for the control of trans-
portation networks. We have started with formalizing the dynamics of the subnetworks and
the control structure. Then, we have formulated the MPC problem for an individual con-
trol agent, assuming that it knows how its surrounding network behaves. Subsequently, we
have relaxed this assumption and introduced interconnections between control problems.
We have surveyed how these interconnections can be dealt with by discussing the various
ways of information exchange and moments at which information exchange takes place.
Then, we have focused on a particular type of schemes and have proposed a novel serial
scheme, which we have compared with a related parallel scheme. Although under convex-
ity assumptions on the overall combined control problem the schemes converge to overall
optimal solutions, it remains to be investigated what the rate of convergence is, how the rate
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of convergence can be improved, and how this scheme can be extended to other classes of
models.

We have proposed the application of the schemes for a load-frequency control prob-
lem. Through experimental studies on a network consisting of 13 subnetworks, we have
compared the serial scheme with the parallel and a centralized overall scheme. For the se-
rial and the parallel schemes, the performance of the solution obtained converged toward
the performance of the solution obtained by the overall control problem, provided that the
overall control problem is convex.

The results of the experiments illustrate that the proposed serial scheme generally has
preferable properties in terms of the solution quality and the number of iterations required.
However, the parallel scheme requires less time. Through parallelization the total com-
putation time required per iteration by the serial scheme may be made more efficient, ulti-
mately resulting in a scheme that requires also fewer total computation time than the parallel
scheme.

In Chapter 3 we extend the serial method to situations in which the problem of control-
ling the transportation network cannot be formulated as a convex problem. In particular we
extend the method to deal with networks modeled as hybrid systems in which both contin-
uous and discrete dynamics appear, a situation typically appearing when, e.g., continuous
flows together with discrete actions are present.

In Chapter 4 we discuss how a supervisory control layer can control the control agents
of a lower control layer, that are organized as, e.g., the structure considered in this chapter.
The supervisory control layer takes into account the dynamics of both the lower control
layer and the underlying physical network.

In Chapter 5 we consider how an even higher supervisory control layer can control
the control agents in a lower control layer. The control agents in the higher control layer
do not take into accounts the dynamics of the lower layer, but only consider steady-state
characteristics. A scheme related to the schemes addressed in this chapter is used to obtain
coordination among the control agents controlling subnetworks that are overlapping and
may have nonlinear steady-state characteristics.
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Samenvatting

Multi-Agent Modelgebaseerd Voorspellend Regelen
met Toepassingen in Elektriciteitsnetwerken
Transportnetwerken, zoals elektriciteitsnetwerken, verkeersnetwerken, spoornetwerken, wa-
ternetwerken, etc., vormen de hoekstenen van onze moderne samenleving. Een soepele,
efficiënte, betrouwbare en veilige werking van deze netwerken is van enorm belang voor
de economische groei, het milieu en de leefbaarheid, niet alleen wanneer deze netwerken
op de grenzen van hun kunnen moeten opereren, maar ook onder normale omstandigheden.
Aangezien transportnetwerken dichter en dichter bij hun capaciteitslimieten moeten wer-
ken, en aangezien de dynamica van dergelijke netwerken alsmaar complexer wordt, wordt
het steeds moeilijker voor de huidige regelstrategieën om adequate prestaties te leveren on-
der alle omstandigheden. De regeling van transportnetwerken moet daarom naar een hoger
niveau gebracht worden door gebruik te maken van nieuwe geavanceerde regelstrategieën.

Elektriciteitsnetwerken vormen een specifieke klasse van transportnetwerken waarvoor
nieuwe regelstrategieën in het bijzonder nodig zijn. De structuur van elektriciteitsnetwerken
is aan het veranderen op verschillende niveaus. Op Europees niveau worden de elektrici-
teitsnetwerken van individuele landen meer en meer geïntegreerd door de aanleg van trans-
portlijnen tussen landen. Op nationaal niveau stroomt elektriciteit niet langer alleen van het
transmissienetwerk via het distributienetwerk in de richting van bedrijven en steden, maar
ook in de omgekeerde richting. Daarnaast wordt op lokaal niveau regelbare belasting ge-
installeerd en kan energie lokaal gegenereerd en opgeslagen worden. Om minimumeisen
en -serviceniveaus te kunnen blijven garanderen, moeten state-of-the-art regeltechnieken
ontwikkeld en geïmplementeerd worden.

In dit proefschrift stellen wij verschillende regelstrategieën voor die erop gericht zijn om
de opkomende problemen in transportnetwerken in het algemeen en elektriciteitsnetwerken
in het bijzonder het hoofd te bieden. Om het grootschalige en gedistribueerde karakter van
de regelproblemen te beheersen gebruiken wij multi-agent aanpakken, waarin verschillen-
de regelagenten elk hun eigen deel van het netwerk regelen en samenwerken om de best
mogelijke netwerkbrede prestaties te behalen. Om alle beschikbare informatie mee te kun-
nen nemen en om vroegtijdig te kunnen anticiperen op ongewenst gedrag maken wij gebruik
van modelgebaseerd voorspellend regelen (MVR). In de regelstrategieën die wij in dit proef-
schrift voorstellen, combineren wij multi-agent aanpakken met MVR. Hieronder volgt een
overzicht van de regelstrategieën die wij voorstellen en de regelproblemen uit de specifieke
klasse van elektriciteitsnetwerken, waarop wij de voorgestelde regelstrategieën toepassen.
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Multi-agent modelgebaseerd voorspellend regelen

In een multi-agent regeling is de regeling van een systeem gedistribueerd over verschillende
regelagenten. De regelagenten kunnen gegroepeerd worden aan de hand van de autori-
teitsrelaties die tussen de regelagenten gelden. Een dergelijke groepering resulteert in een
gelaagde regelstructuur waarin regelagenten in hogere lagen meer autoriteit hebben over
regelagenten in lagere lagen en waarin regelagenten in dezelfde laag dezelfde autoriteits-
relaties met betrekking tot elkaar hebben. Gebaseerd op de ideeën van MVR bepalen in
multi-agent MVR de regelagenten welke actie zij nemen aan de hand van voorspellingen.
Deze voorspellingen maken zij met behulp van voorspellingsmodellen van die delen van het
algehele systeem die zij regelen. Daar waar de regelagenten in hogere lagen typisch minder
gedetailleerde modelen en langzamere tijdschalen beschouwen, beschouwen regelagenten
op lagere regellagen typisch meer gedetailleerde modelen en snellere tijdschalen. In dit
proefschrift worden de volgende regelstrategieën voorgesteld en bediscussieerd:

• Voor de coördinatie van regelagenten in een regellaag wordt een nieuw serieel schema
voor multi-agent MVR voorgesteld en vergeleken met een bestaand parallel schema.
In de voorgestelde aanpak wordt aangenomen dat de dynamica van de deelnetwerken
alleen uit continue dynamica bestaat en dat de dynamica van het algehele netwerk
gemodelleerd kan worden met verbonden lineaire tijdsinvariante modellen, waarin
alle variabelen continue waarden aannemen.

• In de praktijk komt het regelmatig voor dat deelnetwerken hybride dynamica verto-
nen, veroorzaakt door zowel continue als discrete dynamica. We bediscussiëren hoe
discrete dynamica gevat kan worden in modellen bestaande uit lineaire vergelijkingen
en ongelijkheden en hoe regelagenten dergelijke modellen kunnen gebruiken bij het
bepalen van hun acties. Daarnaast stellen wij een uitbreiding voor van de coördinatie-
schema’s voor continue systemen naar systemen met continue en discrete variabelen.

• Voor een individuele regelagent die richtpunten bepaalt voor regelagenten in een lage-
re regellaag wordt het opzetten van object-georiënteerde voorspellingsmodellen be-
discussieerd. Een dergelijk object-georiënteerd voorspellingsmodel wordt dan ge-
bruikt om een MVR-regelprobleem te formuleren. Wij stellen voor om de optima-
lisatietechniek pattern search te gebruiken om het resulterende MVR-regelprobleem
op te lossen. Daarnaast stellen wij omwille van de efficiëntie een MVR-regelstrategie
voor die gebaseerd is op een gelineariseerde benadering van het object-georiënteerde
voorspellingsmodel.

• Regelmatig worden deelnetwerken gedefinieerd op basis van reeds bestaande net-
werkregio’s. Dergelijke deelnetwerken overlappen meestal niet. Als deelnetwerken
echter gebaseerd worden op bijvoorbeeld invloedsgebieden van actuatoren, dan kun-
nen de deelnetwerken overlappend zijn. Wij stellen een regelstrategie voor voor het
regelen van overlappende deelnetwerken door regelagenten in een hogere regellaag.

Multi-agent regelproblemen in elektriciteitsnetwerken

Elektriciteitsnetwerken vormen een specifieke klasse van transportnetwerken waarvoor de
ontwikkeling van geavanceerde regeltechnieken noodzakelijk is om adequate prestaties te
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behalen. De regelstrategieën die in dit proefschrift worden voorgesteld worden daarom aan
de hand van toepassing op specifieke regelproblemen uit elektriciteitsnetwerken geëvalu-
eerd. In het bijzonder worden de volgende regelproblemen besproken:

• We beschouwen een gedistribueerd load-frequency probleem, wat het probleem is
van het dicht bij nul houden van frequentie-afwijkingen na verstoringen. Regelagen-
ten regelen elk hun eigen deel van het netwerk en moeten samenwerken om de best
mogelijke netwerkbrede prestaties te behalen. Om deze samenwerking te bewekstel-
lingen gebruiken de regelagenten de seriële of de parallele MVR-strategieën. We be-
schouwen zowel samenwerking gebaseerd op voorspellingsmodellen die alleen conti-
nue variabelen bevatten, als met gebruikmaking van voorspellingsmodellen die zowel
continue als ook discrete variabelen bevatten. Met behulp van simulaties illustreren
we de prestaties die de schema’s kunnen behalen.

• In de nabije toekomst zullen huishoudens de mogelijkheid hebben om hun eigen ener-
gie lokaal te produceren, lokaal op te slaan, te verkopen aan een energie-aanbieder en
mogelijk uit te wisselen met naburige huishoudens. We stellen een MVR-strategie
voor die gebruikt kan worden door een regelagent die het energiegebruik in een huis-
houden regelt. Deze regelagent neemt in zijn regeling verwachte energieprijzen, voor-
spelde energieconsumptiepatronen en de dynamica van het huishouden mee. We il-
lustreren de prestaties die de regelagent kan behalen voor een gegeven scenario van
energieprijzen en consumptiepatronen.

• Spanningsinstabiliteiten vormen een belangrijke bron van elektriciteitsuitval. Om te
voorkomen dat spanningsinstabiliteiten ontstaan is lokaal bij generatielokaties een
laag van regelagenten geïnstalleerd. Een dergelijke lokale regeling werkt onder nor-
male omstandigheden goed, maar levert ten tijde van grote verstoringen geen ade-
quate prestaties. In dergelijke situaties moeten de acties van de lokale regelagenten
gecoördineerd worden. Wij stellen een MVR-regelagent voor die tot taak heeft de-
ze coördinatie te realiseren. De voorgestelde MVR-strategie maakt gebruik van ofwel
een object-georiënteerd model van het elektriciteitsnetwerk ofwel van een benadering
van dit model verkregen na linearisatie. We illustreren de prestaties die behaald kun-
nen worden met behulp van simulaties op een dynamisch 9-bus elektriciteitsnetwerk.

• Regeling gebaseerd op optimal power flow (OPF) kan gebruikt worden om in trans-
missienetwerken de steady-state spanningsprofielen te verbeteren, het overschrijden
van capaciteitslimieten te voorkomen, en vermogensverliezen te minimaliseren. Een
type apparaat waarvoor met behulp van OPF-regeling actuatorinstellingen bepaald
kunnen worden zijn flexible alternating current transmission systems (FACTS). Wij
beschouwen een situatie waarin verschillende FACTS-apparaten aanwezig zijn en elk
FACTS-apparaat geregeld wordt door een regelagent. Elke regelagent beschouwt als
zijn deelnetwerk dat deel van het netwerk dat zijn FACTS-apparaat kan beïnvloeden.
Aangezien de deelnetwerken gebaseerd zijn op beïnvloedingsregio’s kunnen verschil-
lende deelnetwerken overlappend zijn. Wij stellen een coördinatie- en communica-
tieschema voor dat kan omgaan met een dergelijke overlap. Via simulatiestudies op
een aangepast elektriciteitsnetwerk met 57 bussen illustreren we de prestaties.

Rudy R. Negenborn





Summary

Multi-Agent Model Predictive Control
with Applications to Power Networks
Transportation networks, such as power distribution and transmission networks, road traf-
fic networks, water distribution networks, railway networks, etc., are the corner stones of
modern society. A smooth, efficient, reliable, and safe operation of these systems is of huge
importance for the economic growth, the environment, and the quality of life, not only when
the systems are pressed to the limits of their performance, but also under regular operating
conditions. As transportation networks have to operate closer and closer to their capacity
limits and as the dynamics of these networks become more and more complex, currently
used control strategies can no longer provide adequate performance in all situations. Hence,
control of transportation networks has to be advanced to a higher level using novel control
techniques.

A class of transportation networks for which such new control techniques are in partic-
ular required are power networks. The structure of power networks is changing at several
levels. At a European level the electricity networks of the individual countries are becoming
more integrated as high-capacity power lines are constructed to enhance system security. At
a national level power does not any longer only flow from the transmission network in the
direction of the distribution network and onwards to the industrial sites and cities, but also
in the other direction. Furthermore, at the local level controllable loads are installed, en-
ergy can be generated locally with small-scale generators, and energy can be stored locally
using batteries. To still guarantee basic requirements and service levels and to meet the de-
mands and requirements of the users while facing the changing structure of power networks,
state-of-the-art control techniques have to be developed and implemented.

In this PhD thesis we propose several new control techniques designed for handling the
emerging problems in transportation networks in general and power networks in particular.
To manage the typically large size and distributed nature of the control problems encoun-
tered, we employ multi-agent approaches, in which several control agents each control their
own part of the network and cooperate to achieve the best possible overall performance.
To be able to incorporate all available information and to be able to anticipate undesired
behavior at an early stage, we use model predictive control (MPC).

Next we give a summary of the control techniques proposed in this PhD thesis and
the control problems from a particular class of transportation networks, viz. the class of
power networks, to which we apply the proposed control techniques in order to assess their
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performance.

Multi-agent model predictive control

In multi-agent control, control is distributed over several control agents. The control agents
can be grouped according to the authority relationships that they have among each other.
The result is a layered control structure in which control agents at higher layers have au-
thority over control agents in lower layers, and control agents within a control layer have
equal authority relationships. In multi-agent MPC, control agents take actions based on
predictions that they make using a prediction model of the part of the overall system they
control. At higher layers typically less detailed models and slower time scales are consid-
ered, whereas at lower layers more detailed models and faster time scales are considered.

In this PhD thesis the following control strategies for control agents at various locations
in a control structure are proposed and discussed:

• For coordination of control agents within a control layer a novel serial scheme for
multi-agent MPC is proposed and compared with an existing parallel scheme. In the
approach it is assumed that the dynamics of the subnetworks that the control agents
control are purely continuous and can be modeled with interconnected linear discrete-
time time-invariant models in which all variables take on continuous values.

• In practice, the dynamics of the subnetworks may show hybrid dynamics, caused
by both continuous and discrete dynamics. We discuss how discrete dynamics can
be captured by systems of linear equalities and inequalities and how control agents
can use this in their decision making. In addition, we propose an extension of the
coordination schemes for purely continuous systems that deals with interconnected
linear time-invariant subnetworks with integer inputs.

• For an individual control agent that determines set-points for control agents in a lower
control layer, creating object-oriented prediction models is discussed. Such an object-
oriented prediction model is then used to formulate an MPC control problem. We
propose to use the optimization technique pattern search to solve the resulting MPC
control problem. In addition, for efficiency reasons, we propose an MPC control
strategy based on a linearization of the object-oriented prediction model.

• Commonly, subnetworks are defined based on already existing network regions. Such
subnetworks typically do not overlap. However, when subnetworks are based on,
e.g., regions of influence of actuators, then the subnetworks may be overlapping. For
multiple control agents in a higher control layer, at which it can be assumed that the
behavior of the underlying control layers is static, we propose an MPC strategy for
control of overlapping subnetworks.

Multi-agent control problems in power networks

Power networks are a particular class of transportation networks and are subject to a chang-
ing structure. This changing structure requires the development of advanced control tech-
niques in order to maintain adequate control performance. The control strategies proposed
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in this PhD thesis are applied to and assessed on specific power domain control problems.
In particular, we discuss the following power network problems and control approaches:

• We consider a distributed load-frequency control problem, which is the problem of
maintaining frequency deviations after load disturbances close to zero. Control agents
each control their own part of the network and have to cooperate in order to achieve
the best possible overall network performance. The control agents achieve this by
obtaining agreement on how much power should flow among the subnetworks. The
serial and parallel MPC strategies are employed for this, both when the prediction
models involve only continuous variables, and when the prediction models involve
both continuous and discrete variables. In simulations we illustrate the performance
that the schemes can obtain.

• In the near future households will be able to produce their own energy, store it locally,
sell it to an energy supplier, and perhaps exchange it with neighboring households.
We propose an MPC strategy to be used by a control agent controlling the energy
usage in a household. This control agent takes into account expected energy prices,
predicted energy consumption patterns, and the dynamics of the household, including
dynamics of local energy generation and storage devices. For a given scenario of
energy prices and consumption patterns, the performance that the control agent can
achieve are illustrated.

• Voltage instability is a major source of power outages. To prevent voltage instability
from emerging, a lower layer of control agents is installed in power networks at gen-
eration sites. These agents locally adjust generation to maintain voltage magnitudes.
Such local control works well under normal operating conditions. However, under
large disturbances such local control does not provide adequate performance. In such
situations, the actions of the local control agents have to be coordinated. We propose
an MPC control agent that has the task to coordinate the local control agents. The
MPC strategy that the agent uses is based on either an object-oriented model of the
power network or on a linearized approximation of this model. The object-oriented
model includes a model of the physical network and the local control agents. We
illustrate the performance of the MPC control agent using the object-oriented model
or the linearized approximation via simulations on a dynamic 9-bus power network.

• Optimal power flow control is commonly used to improve steady-state power network
security by improving the voltage profile, preventing lines from overloading, and min-
imizing active power losses. Using optimal power flow control, device settings for
flexible alternating current transmission systems (FACTS) can be determined. We
consider the situation in which there are several FACTS devices, each controlled by a
different control agent. The subnetwork that each control agent considers consists of a
region of influence of its FACTS device. Since the subnetworks are based on regions
of influence, the subnetworks of several agents may be overlapping. We propose a
coordination and communication scheme that takes this overlap into account. In sim-
ulation experiments on an adjusted 57-bus IEEE power network the performance of
the scheme is illustrated.

Rudy R. Negenborn
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